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Abstract: We present free energy calculations on the Michaelis complexes of the catalytic antibody 17E8 with two
substrates, which differ only in their side chains. Replacing a,-@fbup with a -S- increasasy by a factor of
about 5-8. This corresponds to a free energy “preference” for the,-Qigand of about 0.9-1.3 kcal/mol. The
calculations semiquantitatively reproduce the experimental free energies and show that the preference for a -CH
over a -S- is mainly due to the more favorable solvation free energy in the unbound form of the molecule.

I. Introduction H Q. 0
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In 1986, the concept of antibody catalysis was reduced to \/\W \o—©
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practice with the demonstration that antibodies elicited to
transition state analogs showed enzyme-like properieQver
the past 10 years, research in the field has demonstrated that
this approach is, indeed, general; if a stable mimic of a transition
state can be synthesized, it will more often than not lead to H It
antibodies with at least modest levels of catalytic acti¥it. R’ o—@
More recently, structural biology has taken on a central role in

X

AN

the catalytic antibody field-12 Over the past 2 years, several
crystal structures of catalytic antibody Fab fragments complexed

with the transition state analog antigen have been solved. These | X=CHy S
structures provide an opportunity to study specific molecular R = CHO 4 5
interactions that are important in catalysis. In particular, an COCH, 2 3

understanding of the specific interactions that relate to transition
state complementarity would provide molecular-level insight into

the energetics of antibody catalysis and may lead to new
transition state analog designs that provide more active catalytic
antibodies. Here we report calculational results from a theoreti-
cal study aimed at analyzing antiboeyansition state analog  gypsequently, the structure of the antibody Fab fragment
interactions for an esterolytic antibody. , complexed with the transistion state analog was solved to 2.5

Recently, Scanlan and co-workers reported the generation andg resolution® The overall structure of the 17E8 Fab is very
characterization of an unusually active catalytic antibody, gjmilar to other known antibody structures; the binding loops
17E823 ltis raised against a phosphonate transition state analogpave adjusted to accommodate the hapten. The phenyl ring of

* Corresponding author. Tel.: (415) 476-4637. Fax: (415) 476-0688. 1 is bound in a hydrophobic pocket. The recognition of the

Figure 1. Transition state analog used to raise the catalytic antibody
17E8 () and the substrates used in the catalysis studie§, 2

of norleucinel and mediates the hydrolysis of unactivated
norleucine and methionine phenyl est@rand 3 (Figure 1).

E-rgailt; pak@c%liy%sfae_dua ) ) amino acid side chain of norleucinesbutyl, is mediated by

) ot T S o peneeiaza 54 he lghtchain resicues Leu-L89, Gly-L34, and Tyr-L91, which
1566-1570. T ' ' ' ' form a hydrophobic binding site.

(2) Pollack, S. J.; Jacobs, J. W.; Schultz, PSGiencel 986 234, 1570~ The antibody shows selectivity for norleucine over methionine
1573. . . as the side chain, where a methylene group is replaced by a
655(,31)6%8{.”8“ R. A; Benkovic, S. J.; Schultz, P. Sciencel991, 252 sulfur atom. Although this was thought to be a conservative

(4) Schultz, P. G.; Lerner, R. Mcc. Chem. Re<.993 26, 391—395. substitution on steric and electronic grounds, e constant

(5) Hilvert, D. Curr. Opin. Struct. Biol.1994 4, 612-617. for antibody catalysis varied between 5 and 8 times, depending

E% JH?L%ZSKMDRPW;S?LEC/r?m\?éﬁ 6DG'_ \7/\%?5_010?' Sciencel 994 on whether the substituent on tleeamino position bore an
263 246-252. T T o acetyl or a formyl group (see Table 1). Assuming tkgat is

(8) Golinelli-Pimpaneau, B.; Gigant, B.; Bizebard, T., Navaza, J.; approximately equal to the dissociation constant of the complex

Saludjian, P.; Zemel, R.; Tawfik, D. S.; Eshhar, Z.; Green, B. S.; Knossow, nwhich is r nabl val re very similar). thi
M. SUuCture1094 2. 175-183. (which is reasonable as they values are very similar), this

(9) Zhou, G. W.: Guo, J.; Huang, W.; Fletterick, R. J.; Scanlan, T. S. corresponds to a relative change in free energy of binding of
Sciencel994 265 1059-1064. 0.9 or 1.3 kcal/mol, respectively.

o (40) Patten, P. A, Gray, N. S.. vang, P. L., Marks, C. B ‘edemayer,  To provide a rationale for the experimentally observed results,
- J; Boniface, J. J.; Stevens, R. C.; Schultz, PSGencel996 271, we decided to perform free energy calculations. An additional

1086-1091. . . L 2 .

(11) Hsieh-Wilson, L. C.; Schultz, P. G.; Steven, RR€oc. Natl. Acad. goal was to investigate if simulation methodologies are able to
Sci. U.S.A1996 93, 5363-5467. reproduce these differences in binding affinity.

(12) Charbonnier, J.-B.; Carpenter, E.; Gigant, B.; Golinelli-Pimpaneau,
B.; Eshhar, Z.; Green, B. S.; Knossow, Hroc. Natl. Acad. Sci. U.S.A. (13) Guo, J. C.; Huang, W.; Scanlan, T. 5.Am. Chem. Sod994
1995 92, 1172+-11725. 116 6062-6069.
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Table 1. Experimental Kinetic Parameters for Substrate Binding to Table 2. Additional Force Field Parameters for Substrate

and Ester Hydrolysis in the Antibody 17E8 Molecules
substrate Km (uM) Kear (Min~1) bonds Ky (kcal mort A-2) ro (A)
2 215 49.0 C-OE 450.0 1.364
3 1033 31.1 CT-OE 320.0 1.410
4 259 101.4
5 2270 141 angles Ko (kcal molt rad-2) 0o (A)
CT-C-OE 70.0 117.0
Scheme 1 C-OE-CT 55.0 120.0
O—-C-OE 80.0 123.0
AGy OE-CT-H1 50.0 109.5
A (sol) A (AB)
dihedrals  IDIVP K, (kcal moi-* rad™) phase (deg) periodicity
AG, AG, X—C—-0OE-X 1 2.25 180.0 2.0
X-CT-OE-X 3 1.15 0.0 3.0
O-C-OE-CT 1 2.25 180.0 2.0
B (sol) T B (AB) O-C-OE-CT 1 2.70 180.0 1.0

2

improper torsions K, (kcal mofrad™) phase (deg) periodicity
Il. Methods OE-0O-C-CT 10.5 180.0 2.0

The application of free energy calculations to investigate the relative
stability of ligand-protein interactions can be illustrated with the
thermodynamic cycle shown in Scheme 1. In Scheme 1, A and B refer OE 1.6837 0.1700
to the two different ligands either in solution (sol) or binding to the
antibody AB. Experimentally, the free energy differen8AG is
measured adG, — AG,. Since free energy is a state function and,  |n the present free energy simulation, a -Cigroup is perturbed
therefore, the sum of all energies in this cycle is zero, this is equivalent into a sulfur atom. The hydrogen atoms of the methylene group are
to AG; — AG,. The latter path, however, is preferred computationally, mutated to dummy atoms, and the force field parameters of carbon are
as it does not require the (lengthy) simulation of diffusion of the ligand changed into those of S using the single topology metfod.
to the protein or the desolvatiorf both ligand and binding sitesupon A. Parameters. The simulations described in this paper were
binding. Assuming that a change in the ligand does not change the performed with the molecular dynamics simulation package AMBER
blndlng mode or diSl’upt the structure of the antibody, bﬁ(B@ and 41’22 using the all-atom force field by Cornedt al23
AG, can be calculated with configurational sampling restricted to the e decided to investigate the perturbation of the N-acetyl-blocked
local modes at and around the ligand. substrate? into its methionine analo@. Although the experimentally

In the present study, the thermodynamic integration (TI) method derived difference in energy of binding between the N-formyl-blocked
has been employed. Thus, to obtain the free energy difference betweernsypstrateg and5 is even larger (see Table 1), we did not choose this
two states of a system A and B, we represent the system by asupstrate for the following reasons: first, an acetyl fragment is closer
Hamiltonian,H(Z). The description of the system, therefore, depends  tg the groups used to parametrize our force field; second, it is doubtful

nonbonded parameters R* (A) € (kcal/mol)

aFactor by which the torsional barri&f is divided.

on a coupling constarit, such thaH(0) = Ha andH(1) = Hg, where if our methodology can pick up subtle differences arising from a minor
Ha andHg are the Hamiltonians of states A and B, respectively. Using change far away from the mutation site.
thermodynamic integratioft;'> the relative free energy difference To derive the missing dihedral parameters for the ester group, we
between states A and B can be calculated as performed HartreeFock calculations with a 6-31G* basis ¥ebn
methyl acetate and estimated the O—OE—C torsion parameters from
_ 1G(A) o r[dHA) theab initio rotational barrier. The bond, angle, and improper torsion
AG= [—=di= [ di . - tors
0 A 0 =94 parameters were chosen in analogy to already existing entries in the

force field file. All these additional parameters are given in Table 2.

where [I] denotes the ensemble average at a gierin the actual The partial charges for substrat2snd 3 were obtained using the
implementation, the integral is evaluated numerically at specified values standard multiple molecule RESP #it. We calculated the molecular
of A, which define the “windows” used, and the valueAds is obtained electrostatic potential for the fragments benzoyl ace®tar{d methyl-
by employing the trapezoid rule. and acetyl-blocked methionine and norleucifiea(d8, see Figure 2)

Tl allows the formal decomposition of the total free energy into a with a 6-31G* basis sétand then used these MEPs to derive the atomic
number of contributions arising from the different terms of the potential charges for the complete substrates. For the simulations, we kept the
energy function, such as bond, angle, dihedral angle, van der Waals,charges of the phenyl ester and the acetylamine part of the substrates
and electrostatic interactiofs.However, whereas the total free energy  constant (i.e., we used identical charges in bid#nd 3) and varied
is a state function (and the free energy difference between A and B is only the side chain and4/&harges during the perturbation. The charges

independent of the choice of the actual integration path ayethe are given in Figure 3, together with the AMBER atom types used.
decomposition and the obtained contributions to the free energy are - - -
path-dependent and, therefore, not rigorously defified. Neverthe- (21) Sun, Y.-C.; Veenstra, D. L.; Kollman, P. Rrotein Eng.1996 9,

. 73-281.

less, even though the free energy components should not be considere (22) Peariman, D. A.; Case, D. A.; Caldwell, J. W.; Ross, W. S.;
as physically exact values, they may be an indication of the relative cheatham, T. E., Ill; Ferguson, D. M.: Seibel, G. L.; Singh, U. C. Weiner,
magnitude of contributions, either from the different terms in the force P. K.; Kollman, P. A. AMBER 4.1, University of California, San Francisco,
field or from different regions of the molecular systéim?! 1995. )
(23) Cornell, W. D.; Cieplak, P.; Bayly, C. |.; Gould, I. R.; Merz, K.

(14) van Gunsteren, W. F.; Weiner, Eomputer Simulations of M., Jr.; Ferguson, D. M.; Spellmeyer, D. C.; Fox, T.; Caldwell, J. W.;
Biomolecular System&SCOM Science Publishers: Leiden, 1989, and Kollman, P. A. JAm. Chem. Sod995 117, 5179-5197.

references therein. (24) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Gill, P. M. W.;
(15) Kollman, P.Chem. Re. 1993 93, 2395-2417. Johnson, B. G.; Wong, M. W.; Foresman, J. B.; Robb, M. A.; Head-Gordon,
(16) Tidor, B.; Karplus, M Biochemistry1991, 30, 3217-3228. M.; Replogle, E. S.; Gomperts, R.; Andres, J. L.; Raghavachari, K.; Binkley,
(17) Smith, P. E.; van Gunsteren, W.J-Phys. Chenl994 98, 13735~ J. S.; Gonzalez, C.; Martin, R. L.; Fox, D. J.; Defrees, D. J.; Baker, J.;

13740. Stewart, J. J. P.; Pople, J. A. Gaussian 92, Revision G.4, Gaussian Inc.,
(18) Mark, A.; van Gunsteren, W. B. Mol. Biol. 1994 240, 167-176. Pittsburgh, PA, 1993.

(19) Boresch, S.; Archontis, G.; Karplus, Froteins1994 20, 25—33. (25) Cieplak, P.; Bayly, C. I.; Cornell, W. D.; Kollman, P. A.Comput.

(20) Boresch, S.; Karplus, M. Mol. Biol. 1995 254, 801-807. Chem.1995 16, 13571377.
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Figure 2. Fragments used to determine the atomic charges of the
substrates, benzoyl aceta6 &nd acetyl- and methyl-blocked norleu-
cine (7) and methionine§).
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Figure 3. Charges and AMBER atom types of substré&esd3 used
in the calculations.

B. Simulations. According to Scheme 1, to determine the relative
free binding energies of substrat2sand 3 to Fab, the free energy
changes of mutating into 3 have to be calculated both in aqueous

J. Am. Chem. Soc., Vol. 119, No. 48, 19%73

For the solution calculations, substré&evas placed in a periodic
box of 575 TIP3P water moleculé%.We used a time step of 1 fs, and
the temperature was held at 300 K by means of the Berendsen coupling
algorithm?2® using a coupling constant of 0.2 3sand separate coupling
of the solvent and the solute. With an inverse compressibility of 44.6
x 1078 bar! 2 and a coupling constant of 0.4 Psthe pressure was
kept constant at 1 atm. A residue-based, switched cutoff for nonco-
valent interactions o8 A was employed. We used SHAKE on all
bonds and updated the pair list every 10 steps.

After initial minimization and heating, we performed 50 ps of
equilibration and 205 ps of perturbation in each direction. Each
perturbation consisted of 41 windows with 1000 steps of equilibration
and 4000 steps of data collection each. To test the reliability of the
results, we additionally performed perturbations with 41 windows and
2000+ 8000 steps per window, resulting in a total simulation time of
410 ps.

The starting point for the simulations in the catalytic antibody was
the crystal structure of the Fab domain with the phosphonate ater
transition state analdy.In the coordinate set provided, we replaced
the PQ group of the analog with CO and shortened the carboxylic
acid tether to arrive at substra2e To neutralize the overall charge of
the antibody-substrate complex, we used the AMBER4.1 utility
program CION? to place 14 Ct and 9 Nd& counterions around the
antibody. Then a 22 A water cap was built around theg®m of the
substrate. Only residues that were within 12 A of the substrate were
allowed to move. Besides increasing computational efficiency, this
also prevents water molecules from evaporating from the solvation
sphere. To increase computational efficiency further, we also removed
the lower half of the Fab domain (residues Ser-124 to Leu-221 in the
heavy chain and Lys-107 to Cys-214 in the light chain) in our
simulations.

After heating the solution to 300 K, we allowed it to equilibrate for
50 ps and then started the perturbation run. The perturbations in both
directions were 205 ps long, with 41 windows of each 1000 steps of
equilibration and 4000 steps data collection. All other simulation
parameters were the same as in the solvent simulations described above.

As shown in the work on free energy calculatiShsyhen the
mutation involves changes in the bond lengths, it is necessary to
evaluate the free energy of these changes by constraining the bond
lengths and to calculate the PMF correction to obtain reliable free
energies3? In essence, the PMF contribution corrects for the free
energy change due to lengthening or shortening bonds. This contribu-
tion also contains electrostatic and van der Waals terms that change
with the bond length. Therefore, the PMF contribution reported in
this paper always is, to some extent, coupled with the nonbonded
contributions, and some part that is reported as PMF should really be
counted as a part of the electrostatic or van der Waals contribution (if
we were able to extract those).

The free energies reported in the remainder of this paper always

solution and inside the antibody. Additionally, to assess the differences refer to the “forward” diregtion, i.e., for the mutat_ion of Gkhto S,
in solvation free energies between the two ligands, we also performed regardless of the actual direction of the perturbation run. As a rough

free energy calculationis vacua

The mutations in vacuum were performed at constant temperature,

error estimate, we use half the difference between the forward and the
reverse free energy changes (hysteresis), and the err&nA@ is

assigning random velocities that correspond to a temperature of 300calculated as the square root of the sum of the squares of the individual

K. We used a time step of 2 fs and SHAKE on all bonds. Every

errors in the free energies.

1000 steps the velocities were reassigned; between reassignments, For each simulated trajectory, we present two sets of free energy

Berendsen coupling to an external heat Bathas used. This is

data: one that does not include energy contributions from within the

necessary as the usage of SHAKE (which decreases the total energyperturbed group (which is the whole substrate) and also one set where
of the system) in connection with the Berendsen coupling algorithm the intraperturbed group nonbond, internal, and 1-4 energies have been
(to replenish this lost energy) tends to accumulate kinetic energy in accumulated in the overall free energy change. The PMF correction,
selected internal degrees of freedom, such as methyl rot&fioRer however, will be added in both data sets.

each simulation, we combined a 50 ps equilibration phase with Ideally, both the calculations with and those without these contribu-
perturbation runs of differing lengths. The 210 ps simulations used tions should lead to the same results for the free energy change, as one
21 windows, each comprising of 1000 steps of equilibration and 4000 could expect the internal contribution to (almost completely) cancel in

steps of data collection, and the 410 (820) ps simulations utilized 41 - - - .
windows with 1000+ 4000 (2000+ 8000) steps each. Attempts with  2oh100ensen. W- ;Hy‘g'l‘gggf?geggg“;g”ad“'a' J. Dii Impey, R W3

a larger number of windows but fewer steps per window led to poorer  (29) Weast, R. C., EdCRC Handbook Chemistry and Physi@RC

convergence behavior and a significantly increased hysteresis betweerPress: Boca Raton, FL, 1988.

the forward and the reverse runs (data not shown). (30) Utility program CION, part of the AMBER 4.1 distribution (ref
2

22).
(26) Berendsen, H. J. C.; Postma, J. P. M.; Van Gunsteren, W. F.; Di (31) Pearlman, D. A.; Kollman, P. Al. Chem. Physl1991, 94, 4532~
Nola, A.; Haak, J. RJ. Chem. Phys1984 81, 3684-3690. 4545,

(27) Simmerling, C., private communication. (32) Pearlman, D. AJ. Chem. Phys1993 98, 8946-8957.
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Figure 4. Stereoviews of important Fab residues (a) after initial equilibration (sho®)ingp) after the reverse perturbation (show)g (c) after
the forward perturbation (showir). Residue numbers shown are absolute numbers; residuE351refer to amino acids from the light chain, and
numbers greater than 105 refer to amino acids from the heavy chain (e.g., Lys-202 corresponds to Lys-H97).

Table 3. RMSD from Crystal Structure for the Moving Belly of the first equilibration, the heavy atom RMSD amounts to 0.75
the Fab-Substrate Complex at Various Points of the MD Trajectory = A: this value increases slightly during the reverse simulation to
RMSD (&) 1.1 A and then stays roughly constant at about 1.0 A. This
time  heavwy  backbone result indicates that the calculated free energy differences are
(ps)  atoms atoms due to the mutations in the ligand and not to some unwanted
start 0 0.0 0.0 large conformational changes in the antibody. In Figure 4 we
after minimization and heating 30 0.71 0.53 show a stereoview of the Fab residues in the vicinity of the
after reverse equilibration 80 0.75 0.57 bound substrate after the reverse and after the forward perturba-
after reverse perturbation 280 111 0.71 tions, which also confirms that, generally, only small changes
after forward equilibration 330 0.94 0.61 in the geometry take place.
after forward perturbation 530 1.08 0.71

The calculated free energies without contributions from within
the perturbed group of the mutation of substéabeto substrate
the different legs of the simulation. Therefore, the comparison of these 3 are listed in Table 4.
two calculations should be an additional means to assess the overall |n vacuum, this perturbation is favorable by about +.0.1
error of our free energy results. kcal/mol; as there are no interactions with other molecules, this
Ill. Results and Discussion gain is exclusively due to the PMF contribution from lengthen-
ing the C-C to S—C bonds. Although the hysteresis between
forward and backward runs is relatively small, with longer

| h | der the simulati aiti simulation times the free energy difference in the forward runs
E:roze to the crylstall st(rjuc;]ture under the S|mu(<js\t|qn con F\l:;’g; is increasing, whereadG for the reverse simulation stays
0 do so, we calculated the root-mean-square deviation ( )constant at about-1.6 kcal/mol. This finding reflects the

from the initial structure for all heavy and backbone atoms of difficulties in achieving well-converged vacuum simulations
the complex that are moving during the simulation. As the | .4 alsewher® probably due to the lack of efficient

results in Table 3 show, the structure stays very close to the '
initial structure over the whole course of the simulation. After (33) Simmerling, C., work in progress.

Ouir first check as to the reliability of the simulation was to
see if the structure of the antibodgubstrate complex stayed
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Table 4. Calculated Free Energies (Sign Corresponds to the mol in the forward to+0.23 kcal/mol for the reverse direction.
_Forward Directipn, in kcal/mol) for ;he Pertu.rbation of Substrate Of course, this points to the problem of a relatively short
into Substrates in Vacuum, in Solution, and in the Fab simulation time of 205 ps, which is probably not long enough
run length (ps) tot elec  vdW  pmf for a thorough sampling of important parts of the phase space.
In Vacuum However, due to the demanding nature of the problem, we were
forward 210  —1.45 —1.45 not able to run significantly longer simulations, which should
reverse 210  -1.57 —1.57 alleviate this sampling problem.
forward 410 —-1.55 —1.55 The difference in binding free energies betwéeand 3 is
reverse 410 1.8 —1.58 calculated to be 1.67 0.61 kcal/mol, which-given the
forward 820 -1.71 -1.71 uncertainties in our calculations and the large hysterésim
reverse 820 —1.61 —-161 good agreement with the experimental value of-0LSB kcal/
average 820 —1.66+0.05 mol. The main contribution to the overall free energy change
. g 205 In g%lg/ent 159 —0.94 —0.85 stems from van der Waals interactions, whereas the electrostatic
orwar —-3. —159 —-0.94 —0. iallv i i i i i
roverse 205  —331 138 —0.97 —0.96 part—especially in the light of its large hysteresis essentially
average 205 —3.35+0.03 ZEro. _
forward 410  —2.78 198 —0.85 —0.65 In Table 5, we present results obtained from the same MD
reverse 410 —3.22 —146 —-087 —0.89 trajectory usc_ed to generate the numbe_rs in Table 4 howev_er,
average 410 —3.00+ 0.22 this time the intraperturbed group contributions are included in
In Antibody the data shown.
forward 205 —1.90 -0.63 —1.57 0.29 The vacuum calculation gives, for the 810 ps simulation, a
reverse 205 —0.76 0.23 -1.39 0.39 free energy change of2.7 + 0.04 kcal/mol for perturbing
average 205 -1.33+0.57 substrate? into 3. This is practically the same result as that
AAG (sol/vac) —1.344+0.23 obtained with the shorter simulation of 410 ps. Moreover,
AAG (AB/vac) 0.33+0.57 whereas the shorter simulations show a considerable hysteresis
AAG (AB/sol) 1.67+0.61 for the individual contributions, these variations are small in

aNo intra-perturbed group contributions have been added to the our longest simulation.
values shown (the entire substrate is considered the perturbed group). |n aqueous solution, both the shorter and the longer simula-

Shown are the total change in free energy (tot), as well as the .. . . -
contributions from the electrostatic and the van der Waals energies tions yield a free energy change of 3.7 kcal/mol with a hysteresis

(elec and vdWw). Additionally, we give the value for the bond PMF Of 0.1 and 0.2 kcal/mol, respectively. As in the vacuum runs,
contribution (pmf). the two electrostatic contributions are the dominant ones;

however, they have opposite signs and, therefore, cancel each
mechanisms to distribute energy between the different internal other to a large extent. In contrast, the contributions from the
degrees of freedom. However, as this energy drift is rather van der Waals interactions are much smaller, but they are both
small, we decided against even longer simulations. in the same direction. As a result, both electrostatic and van
The perturbations in water show that the substrate with the der Waals contributions contribute roughly equal amounts to
methionine side chain is 3£ 0.2 kcal/mol more stable than  the overall free energy change.
2. About half of this energy gain is due to more favorable The relative solvation free energy, as the difference between

electrostatic interactionsAG(elec) = 1.4 + 0.1 kcal/mol), the free energy change in solution and in vacuum;is0 +
whereas van der Waals and PMF contributions account for the0.2 kcal/mol. This is 0.35 kcal/mol smaller than the result
other half. obtained without the inclusion of the intraperturbed group

Combining these results with the vacuum numbers yields a contributions. However, considering the error bars in these
differential solvation free energy 6f1.34+ 0.23 kcal/mol for calculations, the two results are not significantly different.
the perturbation o2 into 3. This result is intuitively reasonable, The perturbation in the Fab fragment again shows a large
as one would expect the sulfur atom to be more capable of hysteresis between the forward and the backward runs, due to
interacting favorably with the aqueous solvent than does the a large difference in the electrostatic contribution. The free
CHz group. This change in free energy, however, is significantly energy change of 2.2 0.6 kcal/mol leads, together with the
smaller than the relative solvation free energies of the propane/result form the perturbation in water, to a binding free energy
dimethyl sulfide pair, which can been estimated to be about difference of 1.5+ 0.6 kcal/mol betweer2 and3. This is a
3.5 kcal/moE* Obviously, the large hydrophobic portion of little lower than the result without the contributions from the
the substrate, especially the phenyl ring, either leads to a signifi- perturbed group but closer to the experimental numbers.
cant StabI|I2atI0n Of the hydrOphObIC n0r|eUCine Slde Cha|n over The results from Tables 4 and 5 Suggest that the main reason
the sulfur analog or prevents the S atom from interacting effec- for the differences in binding energies#&nd3 to the antibody
t|Ve|y W|th the SO|Vent ThIS IS a.lSO Very consistent Wlth I’eSU|tS are d|fferences |n Solvat|on Of the free ||gand |n aqueous
for the mutation of methylserine into norvaline, where the sojytion. Independent of whether we include the intraperturbed
Ca|CU|atI0nS y|e|ded a free energy Change that IS much Sma"ergroup energies or not, the free energy Changes in vacuum and
than the difference between propane and dimethyl éther. in the antibody are of similar magnitude, whereas it is
In contrast to the calculations in vacuum and in solution, the considerably larger in solution, such that it significantly favors
perturbation in the antibody fragment shows a large hysteresisihe solvation of3 with the methionine side chain.
between the forward and the backward runs, which is mainly 1 frther understand the factors influencing the selectivity
due to the electrostatic contribution that varies fro63 kcal/ of the antibody binding t& and3, we analyzed the contributions
(34) The experimental difference in solvation free energies betwegn CH 10 the total, van der Waals, and electrostatic free energy arising
CH,CHsz and CHOCHs is —3.9 kcal/mol. Calculation of the mutation of  from different amino acids in 17E8. Again, the caveat made
CHLOCH; into CHsSCH; yields a free energy change 0.4 kcal/mol. above holds: these contributions from individual residues
Thus, one can estimate the relative solvation free energy between propane . .
and dimethy! sulfide to be about3.5 kcal/mol. are—unlike the t(_)tal free energynot state functlons_ and,
(35) Veenstra, D.; Kollman, P. Rrotein Eng, submitted for publication. therefore, can give only a crude estimate of their actual
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Table 5. Calculated Free Energies (Sign Corresponds to Forward Direction, in kcal/mol) for the Pertugbati@in Vacuum, in Solution,
and in the Antibody Fragmeht

run length (ps) tots elec vdw 14vdW 14el badh pmf
In Vacuum
forward 210 —2.93 1.79 -0.11 —0.60 —3.29 0.73 —1.45
reverse 210 —2.90 3.63 —0.82 —0.50 —4.44 0.81 —1.57
forward 410 —2.52 4.88 —0.67 —0.38 —5.58 0.77 —1.55
reverse 410 —2.74 4.09 —0.35 —0.46 —5.16 0.73 —1.59
forward 820 —2.70 3.99 —0.60 —-0.41 —4.80 0.83 -1.71
reverse 820 —2.63 3.82 —0.60 —0.50 —4.60 0.86 —1.60
average 820 —2.67+0.04
In Solution
forward 205 —3.61 4.82 —-1.13 —0.45 —6.66 0.66 —0.85
reverse 205 —3.87 3.28 —1.26 —0.56 —5.12 0.75 —0.96
average 205 —3.74+ 0.13
forward 410 —3.44 4.00 —1.16 —0.52 —5.83 0.73 —0.65
reverse 410 —-3.87 2.69 —-1.22 —0.53 —4.65 0.73 —0.89
average 410 —3.66+0.21
In Antibody
forward 205 —2.69 6.28 —2.05 —0.57 —7.30 0.65 0.29
reverse 205 —1.64 7.20 —-191 —0.53 —7.34 0.55 0.39
average 205 —2.17+£ 0.57
AAG(sol/vac) —0.99+ 0.21
AAG(AB/vac) 0.50+ 0.57
AAG(AB/sol) 1.49+0.61

2 The intra-perturbed group contributions have been accumulated in the free energy numbers. Shown are the total change in free energy (tot), the
van der Waals (vdW), the 1-4 van der Waals and electrostatic energies, (14vdW and 14el), and the internal contributions from bond, angle, and
dihedral terms (badh), as well as the value for the bond PMF contribution (pmf).

Table 6. Components of the Free Energy on a Per Residue Basis results for forward and reverse runs are very similar; the main

(in keal/moly difference in these cases stems from the electrostatic contribu-
reverse forward tion.
residue total vdw elec total vdw elec Overall, whereas His-L49 ando a lesser extentlle-L48

le-L48 017 —001 —016 —023 —003 —020 a.nd Tyr-HlOO strongly favor methionine over norleucine as a
His-L49 —048 -008 -040 -076 -011 -065 side chain, Arg-L96 and Lys-H97 fav@over3. The results
Tyr-L91 0.12 -0.18 0.29 0.00 —0.24 0.24 of these component analyses can be tested by site-specific
Arg-L96 0.58 0.00 0.58 0.53 0.00 0.53  mutation experiments, where these residues are changed to Ala.
Lys-H97 035 000 035 014 000 014 Nonetheless, we must emphasize that free energy components,

Tyr-H100 —022 -0.02 —0.20 -0.24 -002 —0.21 unlike the total free energy, can be sensitive to the pathway

2 Shown are all residues that contribute more than 0.20 kcal/mol to chosen in free energy calculations. This fact has led van
the electrostatic, van der Waals, or total free energy change. Gunsteren and co-workéfs8to suggest that breaking the free
energy into components is inappropriate or useless. A different
point of view is found in papers by Karplus and co-workee
and Sun et aP! who have suggested that free energy component
analysis is still beneficial because, if properly interpreted, it can

ive physical insight and be useful (i.e., suggest experiments).
Also, Brady et aP® have analyzed which components are
correlated or uncorrelated. Thus, there has been considerable
effort in the literature to analyze whether it is worthwhile to
break the total free energy into components, and our opinion,
as also noted in ref 21, is that it is usually useful to do so.

We now turn to a critical analysis of our methodology. The
methods used in the free energy calculations presented here have
been applied to a wide variety of molecular systém$one-
theless, we should also note the major difficulties and weak-
nesses with such calculations, many of which have been pointed

cancellation and only a small electrostatic contribution to the %u:hbgé:?réi\t”ﬁt\gregtsu(r); this paper and are also being discussed
free energy change. )

As Table 6 shows, residues His-L49, Tyr-L91, Arg-L96, and First, the use of a simple residue-based cutbf & is clearly
Lys-H97 are especially important for the electrostatic part of & sel\&eLe approxwlnatlonl. Obwouslf;r/, amore rlgolr(;)us aplp()jroach
the free energy change. Whereas His-L49 and Tyr-L91 are part"Vould be to employ a larger cutoff, reaction field, Ewald, or
of the side-chain binding pocket (see Figure 4), and a large fastmgltlpole mgthod to include long-range eIectro;tatlc ef_fects,
contribution is not unreasonable, Arg-L96 and Lys-H97 are close and this is certainly warranted for large changes in polarity or
to the pheny! ring, and ester group and large contributions from charge during the perturbation. Nonetheless, for relatively
th.ese residues are surprising. With the exception o_f residues™ (36) Brady, G. P.; Szabo, A.; Sharp, K. A.Mol. Biol. 1996 263 123
HisL49, Lys-H97, and Asp-H107 and the substrate itself, the 125.

importance. However, despite the fact that the component
analysis can be path dependé&ft one of the important uses
of component analysi% 2! is to suggest further experiments.
The calculated electrostatic or van der Waals free energies ca
be used to suggest site-specific mutants that would tend to eithe
reduce the binding preference f@rover 3 or enhance it.

Only a few residues have a van der Waals contribution above
0.1 kcal/mol; in particular, these are Leu-L46, His-L49, Leu-
L89, and Tyr-L91. They all are part of the hydrophobic pocket
enclosing the side chain of the substrate, and all favor methion-
ine over norleucine.

In contrast to this, more than a dozen Fab residues contribute,
significantly to the electrostatic part of the free energy change.
However, as some contributions favor the £jfoup and others
the sulfur atom, the overall result leads to almost complete
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nonpolar perturbations such as those considered here, a simplastructure in the ligand binding site and to allow a modicum of
cutoff appears reasonable. flexibility in the model. The success of such an approach in
Second, our force field is a state-of-the-art effective two- the example presented here and in others in ref 15 suggests it
body one, although more sophisticated ones that includeis not an unreasonable one.
polarization effects explicitly could be employed. However, Despite all the uncertainties pointed out above, it is encourag-
these are likely to be more important for highly polar/charged ing that our calculated relative free energy of ligand binding
systems than those considered here and have the disadvantageased on a number of independent simulations is in good
that they require significantly more computational resources. agreement with experiment, independent of the inclusion of
Third, we have based our statistical errors on multiple intragroup free energy contributions. Of course, ffas sedoes
simulations, but more rigorous methods to estimate these errorsnot mean our model is “validated”. However, when taken
exist3” Nonetheless, in our experience, these more rigorous together with many such agreemetHtst should at least be

methods tend to underestimate the real uncertainties. considered a reasonable one, which can be used to rationalize
Fourth, there are other simulation details which could affect and interpret experimental results, or to predict interesting effects
the calculated results, such as the use of Berendsesteather that would induce subsequent experimental efforts.

than Nose-Hoover83° temperature coupling, or the use of a
trapezoidal rather than Simpson’s rule in the numerical integra- |\v. Conclusions
tion of the free energies. However, it is unlikely that employing
those methods will significantly change the free energies. We performed free energy perturbation calculations on the
In fact, as noted in ref 15, the single largest uncertainty in binding of two ligands, one with a norleucine and the other
the calculated results, which overshadows the issues notedwith a methionine side chain, to the catalytic antibody 17E8.
above, is sampling. By using a highly constrained protein site, Experimentally, the binding of norleucine is favored by-6.9
in which only residues within 12 A of the ligand are allowed 1.3 kcal/mol. Our calculations yietedepending on the treat-
to move, we are in some sense “forcing” the protdigand ment of the intraperturbed group contributiensalues of 1.67
complex to stay near the X-ray structure. Allowing more = 0.61 and 1.4%t 0.61 kcal/mol. Considering the large error
flexibility is not necessarily more rigorous, since, with force bars in the calculations, this is in very good agreement with
field/long-range cutoff inaccuracies, it is likely this will lead to  the experimental results. Comparison of the free energy changes
further drift from the correct structure and, therefore, sampling for ligand 2 to 3 in vacuum, in agueous solution, and in the
in the “wrong” part of phase space. Even in solution, we cannot antibody fragment suggests that the preferred binding of the
claim full sampling of all the conformations @and3, just a ligand with the norleucine side chain is mainly due to the more
sampling of a subset that is representative of the bound favorable interaction of the methionine analog with the solvent.
conformation. One reviewer has noted that one could take A free energy component analysis showed that, in the solvent,
advantage of more cancellation of errors if one used similar both electrostatic and van der Waals terms contribute almost
boundary conditions in the ligand-free and ligand-bound tra- equal parts to the total free energy. In the antibody, however,
jectories. This may be true, but, in our opinion, one would the van der Waals part clearly dominates over the electrostatic
like to calculate the solvation free energy as accurately as contributions. Although several amino acids of the Fab frag-
possible, since this is also an experimentally measurable ment give large free energy contributions, these terms are of
guantity, so we prefer to use periodic boundary conditions in different sign and, therefore, cancel each other to a large extent.
the ligand-free simulations. Using periodic boundary conditions The van der Waals contributions, however, all favor the
for the ligand-bound trajectory is the most rigorous way to study methionine analog inside the antibody.
it, but, given the large size of the antibody, a constraint model
of the system is currently a necessary compromise. As noted Acknowledgment. T.F. is grateful for a postdoctoral fel-
above, the only absolute necessity is to stay near the crystallowship from the Deutsche Forschungsgemeinschaft. P.A.K. was
= 5 ; supported by the NSF (Grant CHE 94-17458) and by the NIH
o7 a0g gaty Smonson. Ts Fox, R Brunger, APhys. Chent993 G rant GM 29072). T.S.S. is supported by the NIH (GM 50672).

(38) Nose, SJ. Chem. Phys1989 81, 511.
(39) Hoover, W. GPhys. Re. A 1985 31, 1695. JA964315J




